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universitet STATISTISKA INSTITUTIONEN HT-2015
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Written exam in Multivariate Methods, 7.5 ECTS credits
Thursday, 14™ December 2015, 16:00 — 21:00
Time allowed: FIVE hours
Examination Hall: Brunnssvikssalen

You are required to answer all 7 (seven) questions as well as motivate your solutions. The total amount of points
is 80. In order to pass this part, you need to get at least 40 points. Points from this exam will be added to your
results from the computer lab assignment. The final grades are assigned as follows: A (91+), B (81-90), C (71-
80), D (61-70), E (51-60), Fx (30-49), and F (0-29).

You are allowed to use a pocket calculator, a language dictionary, and two lists of formulas (attached). In
addition, you are allowed to use a one-sided A4 containing your own formulae, but excluding proofs and
solutions. The A4 must be approved (signed) by the teacher; and, it must be submitted along with your
solutions. If the A4 is not signed by the teacher and discovered, student might be accused in cheating on exam.

The teacher reserves the right to examine the students grally on the questions in this examination,

1. (10 points)

(a) Points 4 and B have the following coordinates with respect to orthogonal axes X; and X:
A=(3,-2); B=(5,1). If the axes X; a}nd X; are rotated 20° counter-clockwise to produce a new
set‘of orthogonal axes X; and X, find the coordinates of 4 and B with respect to X; and
X,

(b) Coordinates of a point 4 with respect to an orthogonal set of axes X; and X; are (5,2). The
axes X; and X are rotated clockwise by an angle 6. If the new coordinates of the point 4 with
respect to the rotated axes are (3.69, 3.939), find 6.

2. (10 points) Do the following for the data given below:

a) Assume that data is transformed into mean corrected form. Will the results of the statistical
techniques (e.g. factor analysis, principal component analysis) be affected by the
transformation? Why or why not?

b) Assume that data is transformed into standardized form. Will the results of the statistical
techniques (e.g. factor analysis, principal component analysis) be affected by standardizing
the data? Why or why not?

c) Compute the total, between-group, and within-group SSCP matrices. What conclusions can

you draw from these matrices?

Financial Data for Failed and non-Failed firms



Observations EBITASS ROTC Observation EBITASS ROTC
(Failed Firms) (non-Failed)

1 0.158 0.182 13 -0.012 -0.031
2 0.210 0.206 14 0.036 0.053
3 0.207 0.188 i5 0.038 0.036
4 0.280 0.236 16 -0.063 -0.074
5 0.197 0.193 17 -0.054 -0.119
6 0.227 0.173 18 0.000 -0.005
7 0.148 0.196 19 0.005 0.039
8 0.254 0.212 20 0.091 0.122
9 0.079 0.147 21 -0.036 -0.072
10 0.149 0.128 22 0.045 0.064

3. (10 points) This question belongs to the two group discriminant analysis. Show that

mn,

B= (4, — &&,)(A, — A,)', where B is between-groups SSCP matrix for p variables, u;

n, +n,

and u; are the p*1 vectors of means for group 1 and group 2, and n; and #; are the number of
observations in group 1 and group 2. Hint: start with the case of only one variable, say X and

then generalize your calculations to the multivariate case.

. (15 points) Consider the two-indicator two-factor model represented by the following

equations:
Xy =0.104F; +0.824F, + Uy
X, =0.065F; +0.959F, + U,
X3 =0.065F; +0.725F, + Uy
X,=0.906F, +0.134F, + U,
X;=0.977F; +0.116F, + Ug
X;=0.827F +0.016F, + U,

The usual assumptions hold for the above model. Answer the following questions assuming that
the correlation between the common factors F; and F, is given by Corr( i, F; )= dy, = -09.

Repeat all your calculations in assumption that correlation changed to Corr( Fy, F, )= ¢4, =0.9
and discuss the differences in detail. Try to provide intuition for at least some of your answers.

(a) What are the pattern loadings of indicators Xy, X and X; on the factors F; and F,?
(b) Compute the correlation between the indicators X; and X;.
(c) What percentage of the variance of indicators X; and X, is not accounted for by the common

factors F; and F,?



5. (10 points) Consider the following single-factor model

x= A&+ 9
X, = Ao+ 6
x3= AL+ 6

Assume that three students give three different sample covariance matrixes of the indicators:

1.20 093 045 1.20 -0.93 -0.45 1.20 -0.93 -0.45
$,={093 156 027|; S§,=/-093 156 -027|;S,=/-093 156 027
045 027 215 -045 -027 215 -045 027 215

Note that the difference is only in the sign of selected covariances. Compute the estimates of
the model parameters (4; A, 13 Var(d,), Var(d;), Var(5;)) by hand for all three covariance
matrixes. Are the parameter estimates unique? After doing the calculations, explain the
difference in estimates the best you can and argue how/why the change of sign in the
covariance matrix has influenced the estimates. Use intuition if calculations go beyond real
numbers. You can also use intuition directly if calculations become too complicated or too
long.

6. (15 points) The correlation matrix for a hypothetical data set is given in the following table:

X_1 X_2 X_3 X_4
X_1 1.000
X_2 0.7 1.000
X_3 0.3 0.25 1.000
X_4 0.35 0.2 0.6 1.000

The following estimated factor loadings were extracted by the principal axis factoring procedure:

Variable F 1 F 2
X_1 0.90 0.20
X_2 0.70 0.15
X_3 0.20 0.90
X_4 0.20 0.70

Compute and discuss the following: (a) specific variances; what high specific variance indicates?
Explain using data above; (b) communalities and % of shared variance; interpret both; (c) proportion
of variance explained by each factor, what can you say about chosen factors? (d) Estimated or
reproduced correlation matrix; how good is the estimate? Discuss; and (e) residual matrix, compute
RMSR and interpret.

7. (10 points) Describe assumptions on data/observations you will be checking before applying
PCA (principal component analysis), FA (factor analysis), CA (cluster analysis), two group DA
(discriminant analysis) and LogR (logistic regression). Briefly describe one example
(remember first page of each chapter?) of a suitable problem per method. For each example
you mention, indicate which other (if any) of the above mentioned methods is applicable.



Formula Sheet, Multivariate Methods
Matrices
Transpose — exchange rows and columns
Identity (I) — diag (1,1...) of order n*n
Inverse of A(A"1): 4471 = A"1A =]
A+B =B+ A;x(A+ B) =xA+ xB; AB # BA (in general);
If order (A)=m*n, order (B)=n*p, then C=AB is of order m*p
aiy - Q1p
D=det A=| ... .
An1 o Qnn L
detA=a; Ay + @A + -+ + ai Ay, where cofactor A;; = (—1)"*/ Dy; (i-row, j-column of D)
Cramer’s rule: x; = D; /D where D=detA and Dj is the determinant that arises when the j column of D
is replaced by the column elements by, ..., b, . (Ax=b)

Vectors

a=(a1a;...ap)

A right-angle triangle: a - angle between a and ¢; ¢ — hypotenuse; cosa = f—
Length of vector a=l||al| = alz + azz

Basis vectors ey = (10),e; = (01)

a=a.e;+aey

Scalar product ab = a1 by + azb; + - + a,b,; ab = ||lall||bl| cosa
Length of the projection: ||a,|| = |lall cos a

2 i 2
=5l Generalized variance: GV = (—-—-—-—-——-"x‘" b2l sin a)
n—-1 n—-1

,sina =

@ o

Variance of x;: s?
Distances
Euclidean: D = [3F_, (g — b;)?

N2
Statistical: SDl%- = (f-‘—s—Jf-’-) , s-standard deviation

O 2 - 2 o o
Mahalanobis: MD!%( __1 2[(xu szkx) +(x,2 ’kaz) _ 2rQei—xeg)(xig sz)]
1 ST 537 5152

-

Variance, Sum of Squares, and Cross Products
. g%k
Variance: s? = ==L
J n—-1
. XX scp
Covariance: s = ZiziXyXo 73 (sum of the cross products/degrees of freedom)

n~1

. (88X, SCP
SSCP — sum of squares and cross products matrix ( SCP SS Xz)
S — covariance matrix §; = %&

Within-Group Analysis: SSCP, = SSCP; + SSCP; (pooled SSCP matrix) S,, = Fywe—

Between-Group Analysis: S5 = Z§=1 ng (Xig — fj)z; SCBy = Zg:1 ng (&g — %) (Xg — %)
SSCP, = SSCP,, + SSCP,

= %9; (sum of squares/degrees of freedom)

_ﬁ’ff_u;_z_ {pooled cov m)

Principal Components Analysis
x; =056 *x; +5sin@ * x; ; x3 = —sinf * x; + cosf * x; '
I covariance matrix; A-eigenvalues; |£ — AI| = 0; y-eigenvector; (Z - ADy =0,y y =1;

Factor Analysis
Assumptions: 1. Means of indicators, common factor, unique factors are zero.
2. Variances of indicators and common factors are one. 3.E(§;&;) = 0 and E (siq) =0



Two-Factor Model: x; = A& + 4126, + &4
Xy = Az é A6 + &

xp = ‘lplfl + ApZEZ + Ep
The variance of x: E(x?) = E(A1&; + A1&, + £)%; Var(x) = A2 + A3 + Var(e) + 244429
The correlation between any indicator and any factor (the structure loading):
E(x§1) = E[(A161 + 1162 + e1)81]; Corr(xéy) = 41 + 429
The shared variance between the factor and an indicator: Shared variance = (A1 + A,¢)?
The correlation between two indicators:

E(xxc) = E[(41&1 + 4282 + &) 1é1 + Loz + &)
Corr(xx) = A1hr + Azdia + Yadez + 2he1)d
Confirmatory Factor Analysis

. . . of o
The covariance matrix (one-factor model, two indicators): 2 = ( 1 122)
021 03

Evaluating model fit: y2-test Hy: £ = X(8) H,: X # X(8) (test whether the difference between the
sample and the estimated covariance matrix is a zero matrix)

2 —yk [—E@ol?
X = R gy

Cluster Analysis

Measure of similarity — squared Euclidean distance between two points
Hierarchical clustering:

Centroid method — each group is replaced by centroid
Nearest-neighbor or single-linkage method — the distance between two clusters is represented by the
minimum of the distance between all possible pair of subjects in the two clusters
Farthest-neighbor or complete-linkage method - ... the maximum of the distances...
Average-linkage method - ... the average distance...

Ward’s method — does not compute distances between clusters. Method tries to minimize the total
within-group sums of squares.

Discriminant Analysis
Assumptions: multivariate normality, equality of covariance matrices
Discriminant function: Z = wyxy + wyx;
1= between —group sum of squares
wit hin—group sum of squares
X-variance-covariance matrix, T-total SSCP matrix. y-vector of weights,
Discriminant function § = X'y. B and W are between-groups and within-group SSCP matrices.
Y By
YWy
|W-1B — AI| = 0; y = 27 (uy — p) - Fisher’s discriminant function

Maximize A =

Logistic regression
odds = £~
1-p

Inodds = ﬂg +ﬁ1X1 e O +ﬁka
1

P = 7o~ BB 1+ ¥B,X5)

Bx
Maximum likelihood estimation: P(Y = 1) =p = '———lie X
L=TTp! A =p)t

Quadratic equations: ax? + bx + ¢ = 0; x = -biw/Zb:—-"eac

Cubic equations:

3 2 3 3 2 3
y3+ay2+by+c=0;y=x—-%;x3+px+q=0;x1=\j—i-i- q—+-p—+\/-—1- L+E
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Stockholms
Department of Statistics universitet

Correction sheet

Date: 14/12 - 2015

Room: Brunnsvikssalen
Exam: Multivariate Methods
Course: Multivariate Methods

Anonymous code: MME -Co oY

@, I authorise the anonymous posting of my exam, in whole or in part, on the
department homepage as a sample student answer.,

! NOTE! ALSO WRITE ON THE BACK OF THE ANSWER SHEET 7

Mark answered questions
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