ST223G Regression analysis, examination, 6 ECTS Credits 31ET

Econometrics |

Written examination

Thursday May 02, 2019, 09:00 - 14:00

Examiner: Andreas Rosenblad, Department of Statistics, Stockholm University

Instructions

Allowed tools:
e Pocket calculator

e Text book: Wooldridge, J.M. Introductory Econometrics: A Modern Approach.
Cengage Learning, Boston.

e Notes written in the text book are allowed.

Note that no formula sheet is provided.

Passing rate: 50% of overall total, which is 100 points. For detailed grading criteria, see
the course description.

The maximum number of points for each problem is given in the right margin. If not
indicated otherwise, to obtain the maximum number of points on each problem, detailed
and clear solutions are required. Answers may be given in English or Swedish.

Solutions to the exam questions will be uploaded to Athena on the afternoon of May 02,
2019. The corrected exams will be available at the student office of the Department of
Statistics three weeks after the date of the exam.
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Question 1 (64 points)

The R package wooldridge contains the data set BWGHT2, which gives data on
birth weights and associated characteristics for a number of children born in the U.S.
We are interested in estimating the multiple linear regression model

bwght = By + Bicigs + Podrink + B3 log (meduc) + B4 fage + Bsmage + Bgmage® + u

where bwght gives the child’s birth weight in grams, cigs and drink give the average
number of cigarettes per day and drinks per week, respectively, consumed during
pregnancy, meduc gives the mother’s education level in years, and fage and mage
give the father’s and mother’s, respectively, age in years. The error term wu is assumed
to fulfill the usual requirements of normality, homoskedasticity, and independence.
The R code and parts of the output for estimating this model using the sample of
n = 1680 observations with complete cases are given below.

> library(wooldridge)

> out.bwght <- Ilm(bwght ~ cigs + drink + log(meduc) + fage + mage +
I(mage~2), data = bwght2)

> summary (out.bwght)

Call:
lm(formula = bwght ~ cigs + drink + log(meduc) + fage + mage +
I(mage~2), data = bwght2)

Coefficients:

Estimate Std. Error t value Pr(>[tl)
(Intercept) 426.680 5.449 5.82¢-08
cigs -10.671 3.430
drink -9.699 -0.202 0.8400
log(meduc) -4.218 89.614 -0.047
fage 3.385 2.069 0.0387
mage 62.645 2.296
I(mage~2) -1.082 0.452 0.0168

Residual standard error: 565.1 on 1673 degrees of freedom
Multiple R-squared: 0.01419, Adjusted R-squared:
F-statistic: 4.013 on 6 and 1673 DF, p-value:

Note that the standard error of regression (SER) is called residual standard error in
the R output.

(a) Assume that you did not know the sample size n used for this estimation. Show
how could calculate n from the R output.

(b) What is the value of the adjusted R-squared for this model?

(c) State the null and alternative hypotheses for testing the overall significance of
the regression, and perform the test using a significance level of 1%. What is
your conclusion?

May 02, 2019 Department of Statistics, Stockholm University Page 2 of 7



ST223G Regression analysis, examination, 6 ECTS Credits 31ET

(d) With ¢ denoting the standard error of regression for this model, let SST, denote
the total sample variation for the average number of drinks consumed per week
during pregnancy, and let R3 denote the R-squared from regressing the latter
variable on all other explanatory variables (including an intercept). Calculate
the value of

\/ SST, (1~ Bj)

(e) A researcher hypothesizes that if the average number of cigarettes smoked per
day during pregnancy increases by one, a child’s birth weight will decrease with
10 grams, ceteris paribus. State the null and two-sided alternative hypotheses
for testing this research question, and perform the test using a significance level
of 5%. What is your conclusion?

(f) What is the functional form for mother’s age that is used in this model called?

(g) At what age of the mother does the child’s birth weight reach its highest level,
ceteris paribus? What is this point called?

(h) Approximately, how much would a child’s birth weight increase if the mother’s
education level increased with 1%, ceteris paribus?

(i) Suppose that we are interested in the effect of the average number of drinks
consumed per week during pregnancy on the child’s birth weight measured in
kilograms. What would the estimated slope coefficient be in this case?

(j) Now, suppose that we measure the mother’s education level in weeks instead
of years, assuming that one year of education equals 40 weeks. Call this new
variable meducweeks = meduc x 40. What would the estimated slope coeffi-
cient of log (meducweeks) be if we used log (meducweeks) in the multiple linear
regression model in place of log (meduc)?

Question 2 (36 points)
Give the correct answer for the following multiple-choice questions. No motivation is
needed.

(a) A simultaneous equations model is represented by the equations

i =m+oay + Bz +u
Yo = Yo + oY1 + Bazy + ug

where z; and 2z, are exogenous variables. How should the reduced form equation
for yo be formulated?

A. By expressing y; as a linear function of y, and an error term.
B. By expressing y» as a linear function of y; and an error term.

C. By expressing y; as a linear function of y,, exogenous variables and an
error term.

D. By expressing y2 as a linear function of exogenous variables and an
error term.
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(b) Which one of the following four statements is true for the OLS estimates of the
simple linear regression model y = By + 1= + u and their associated statistics?

A.
B.
C.

D.

The sum of the OLS residuals is positive.

The sample average of the OLS residuals is positive.

The sample covariance between the regressors and the OLS residuals
is positive.

The point (Z,7) always lies on the OLS regression line.

(c) Let SSR, denote the sum of squares for a restricted model and SSR,, the sum
of squares for an unrestricted model when using the F-statistic

o (SSR, — SSRu) /g
SSRur/ (n~k~1)

Which one of the following four statements about this F-statistic is true when
it is used for testing multiple linear restrictions in a multiple linear regression

model?

A.

B.
C.

D.

If the calculated value of the F-statistic is higher than the critical
value, we reject the alternative hypothesis in favor of the null hypoth-
esis.

SSR, is never smaller than SSR,,.

The degrees of freedom of a restricted model is always less than the
degrees of freedom of an unrestricted model.

The F-statistic is more flexible than the t-statistic for testing a hy-
pothesis with a single restriction.

(d) If ,Bj is an unbiased and consistent estimator of §; in a multiple linear regression
model, which one of the following four statements is true?

A.
B.

C.

. The distribution of ,Bj becomes more and more tightly distributed

May 02, 2019

The distribution of Bj tends toward zero as the sample size n grows.

The distribution of Bj tends toward a standard normal distribution as
the sample size n grows.
The distribution of 3; remains unaffected as the sample size n grows.

around B; as the sample size n grows.
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(e) Let GDP and FDI denote Gross Domestic Product and foreign direct investment,
respectively. For the following equation,

log (GDP) = 2.65 + 0.527 log (bankcredit) + 0.222F DI

which one of the following four statements is true?

A. If GDP increases by one percent, bank credit increases by approxi-
mately 0.527 percent, ceteris paribus.

B. If bank credit increases by one percent, GDP increases by approxi-
mately 0.527 percent, ceteris paribus.

C. If GDP increases by one percent, bank credit increases by approxi-
mately log(0.527) percent, ceteris paribus.

D. If bank credit increases by one percent, GDP increases by approxi-
mately log(0.527) percent, ceteris paribus.

(f) Which one of the following four statements about the differences between the
LPM model and the logit and probit models is true for a model with variables
appearing in level form?

A. The LPM assumes constant partial effects for the independent vari-
ables, while the logit and probit models imply non-constant partial
effects.

B. The LPM assumes non-constant partial effects for the independent
variables, while the logit and probit models imply constant partial
effects.

C. The LPM assumes constant partial effects for the dependent variable,
while the logit and probit models imply non-constant partial effects.

D. The LPM assumes constant partial effects for the independent vari-
ables, while the logit and probit models imply non-constant partial
effects for the dependent variable.

(g) For the multiple linear regression model

y=PFo+ i1+ -+ frxr+u

let 7;; denote the 7" residual from regressing z; on all other independent variables
and SSR; the sum of squared residuals from the latter regression. What is the
square root of the formula

n
7 (5) - g S
7 =1
called?
A. The homoskedasticity-robust variance estimate for Bj.
B. The homoskedasticity-robust standard error for Bj.
C. The heteroskedasticity-robust variance estimate for Bj.

D. The heteroskedasticity-robust standard error for ,BJ-.
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(h) Suppose that z is an instrument for z in the simple linear regression model

y=PF+ Pz +u

Which one of the following four statements is true?
A. The condition Couv(z,u) = 0 can be tested statistically.
B. The condition Cov(z,z) # 0 cannot be tested statistically.
C. The instrumental variables estimator is biased if Cov(z,u) # 0.
D. The ordinary least squares estimator is unbiased if Cov(z,u) # 0.

(i) Which one of the following four statements is true?

A. A variable is said to have a causal effect on another variable if both
variables increase or decrease simultaneously.

B. The notion of ‘ceteris paribus’ plays an important role in causal anal-
ysis.

C. The difficulty in inferring causality disappears when analyzing data at
high levels of aggregation.

D. The problem of inferring causality arises if experimental data is used
in statistical analyses.

(i) Which one of the following four statements about the differences between least
absolute deviations (LAD) and ordinary least squares (OLS) estimation is true?
A. OLS is more computationally intensive than LAD.
B. OLS is more sensitive to outlying observations than LAD.

C. OLS is justified for very large sample sizes while LAD is justified for
smaller sample sizes.

D. OLS is designed to estimate the conditional median of the dependent
variable while LAD is designed to estimate the conditional mean.
(k) For which one of the following four situations will the Gauss-Markov theorem
not hold for a multiple linear regression model?

A. The error term has the same variance given any values of the explana-
tory variables.

B. The error term has an expected value of zero given any values of the
independent variables.

C. The independent variables have exact linear relationships among them.

D. The regression model relies on the method of random sampling for
collection of data.
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(1) In the following model of the annual savings of an individual as a linear function
of his/hers education and annual income,

savings = By + Preducation + Byincome + u

the variable education is a binary variable taking the value 1 if the individual
is educated and 0 otherwise, while annual income is measured i U.S. dollars.
Which one is the base (reference) category in this model?

A. The group of uneducated individuals.

B. The group of educated individuals.

C. The group of individuals with a high annual income.
D. The group of individuals with a low annual income.

May 02, 2019 Department of Statistics, Stockholm University Page 7 of 7






& M‘.r;b
5 W w
wh

“a,

TN

/7+S‘l\

Stockholms
Department of Statistics universitet

Correction sheet

Date: 02/05/2019
Room: Brunnsvikssalen
Exam: Econometrics 1

Course: Econometrics

Anonymous code: 0009—\JEE

I authorise the anonymous posting of my exam, in whole or in part, on the
department homepage as a sample student answer.

NOTE! ALSO WRITE ON THE BACK OF THE ANSWER SHEET

Mark answered questions

1 2 3 4 5 6 7 8 9 Total number
of pages
X | X S
Teacher’'s
noteé ({ S _S
Points Grade Teacher’s sign.







SU, DEPARTMENT OF STATISTICS
Room: Bruansvikssalen  Anonymous code: .0002-UEE Sheetnumber: __ 1

vE STl
a.\) The cutp + lsholyls 167~ grees, off | freedom .
Ime d.f = nl—lkl-|! and| |we | have | k=G| vanelo
h= | {lea+ K+ /(| F a3+ * I = (680 lohservar
b) | |Ad} [R- =l [l= (=AW= = [[H (l=lolora a6
f n= k= 75
Adf RT # | blolll0 65 A1
4 ! —— // E?
<D Hi B =B, =B B, =I|B_ =B, |=| O
7 (8] Ly | L 2l - e
i At lealst| gne parameter |is it | i | Zel
x T oo | Statistic |i | [ = /Kl T M
122D ln-k41) NEY
o =,
(YRR
RuJe Lo 1f tﬂatss > (G116 H3ID,dt00
: corceSeonds
tbs = g, el414/6 = Li,Cl.g the alukpu

(1 —aget4ta W e+ 3]

+
w
\J

e/ 1&F+B), x=lg,0/

-F >’ F1 - - S - \ l"&{ﬂ Uﬁ
Stos e 6™ 3, %=5,59 -/ J
™ e L eSS | IS
G —
SIAWTT Al & /
\) "4
._‘
¥ 19e| | lledey
AL
'\pn N 30"

UN




nilare!
e SPmatke

Uk | |

<

Hhe

P U

+hle

10
Hhie

N
vie

/S

R

™

c b
14

e
all

(1—=1r3 )
U S::af

a_,a

se (B, )

Ctandorzl lengy!

|§<

/
ng

i\

3

LS

B2
Sahstc |,

4 {ce

!

e

-
an

ra

B,

-he

n

| lealeilotel [ the

HNince

d)

d o
Q

NSy

1

e

-

D

dartne S-S

—19 641
+0,20%

s | o

in

LAl

o[ 1195 @
g7

0,03

<)

waim ARV Q)‘a’ﬁ\/ﬁ’ s

tihe

=+

~
I

5

A
J

T

Ul

(Acmer | Haomn

(4Y)
2, & 2y
=ty

ot

—1 110
-1
“1p,l6R(—=
Da)
o)

el

net

]
e

PR
1P a

My
f

=

B,
.I <‘
Thoretle

We

o

1-€.2)

se (R, D
T2 , = G4

jovl

CeMe A

Ul |
H

Pi
S0
oM

ST,

B

el)
Bl




SU, DEPARTMENT OF STATISTICS

Room: _Ervnnsvkcssalevy  Anonymous code: 0002-VEE Sheet number: &)
L VESTUGND 11
£ Quiaidrati e | form A
o (OQIbL
an Thie | fuonm po\N : M ag¢€ = |-M5 =
BjY T J b 2|41, 2‘)]
[~Pé
)
mase F= [ Jg, 949 A 94
At loppax] | Q49 | year ogel of | the mgthen
the | brrHh| luedzihlFl 1S | a4 (1] Wz Dot | |/
o/ J { //.
Pl
h) Evs = - Lf. 218
7 I T
|| Wielght | = [(1BL 1Alba V<o |AlmMegulc
A | 1%k M™Mcrease oS | educodiomn | licaey
degrenses [ the | bt | GJITZ\)/M' l“j 0,049 grauts .
S S l'l:'(lj NoLCC € | espe A | ¢ m?lg,
N 7 A
the nm larde | Stendatd] [ ; /
) § o <1 7
. &
i) B, = |-lg0096a4a so | Hhatt [al 1] Al
Vel KITOGramsS
herea S Céﬁ\'-e‘% o
—o, 00949/ ko | Ichangd
J J L7
which | Us =9, 694 Smus.
(l
P
AWy
Y IN©E
| Aw] INT A




< f
N
A
g~
3 o)
s
d |7
o J
d
S
o | =
pm
¥ ¥
I.Iflv
319
e
S
<
} 3
5
o Mt )
SIS TS
o _|-£
J [ig
%ﬂllcm
y—a—%
-




SU, DEPARTMENT OF STATISTICS
Room: Erums\ikssalen  Anonymous code: 0002-UEE Sheet number: 3

UESTION] 2 [
o T ) N :
= = ‘5 |
[ ..... —_—
b | 1
£ } !
cl 4/% ’ ]
= = i | E
] E
P NRE > [ A |
1 ! | Lt
DN [ B % | | % |
= [ ] ' !
_ T .'
SO [ & 5l | E
[V |- 71 19 | ‘: [
a\ | P /,/W) ' | |
] s TV ; !
e ‘% 2 EEE
h) | 'ﬁ*‘r NEE
= . HEEE
1) '/ﬂ'i |
il D . 3
i) 3
JRD T A2
S + T | B
) A Bl | |
| |
|
1 ; A | 0y
| | T B
i 1
i ]
i |
1 ] i




7

—

=

TN




