STOCKHOLM UNIVERSITY

Department of Statistics
Econometrics II, Time Series Analysis, ST223G
Autumn semester 2019

Written Examination in Econometrics II, Time
Series Analysis

Date 2020-01-16
Examiner: Jorgen Save-Soderbergh
Allowed tools: 1) Textbook: Wooldridge, J.M. Introductory

Econometrics: A Modern Approach,

Cengage, Boston.

2) Textbook: Montgomery, D.C., Jennings, C.L., and Kulachi, M.,
Introduction to Time Series Analysis and Forecasting,

John Wiley & Sons, New Jersey.

3) Pocket calculator

4) Notes written in the text book are allowed.

-

e Note that no formula sheet is provided.

e Passing rate: 50% of overall total, which is 100 points. For detailed
grading criteria, see the course description.

e The maximum number of points for each problem is stated after each
question. If not indicated otherwise, to obtain the maximum number
of points on each problem, detailed and clear solutions are required.
Answers may be given in English or Swedish.

Good luck!



1. The following observations have been recorded.
68769867103

We think of these observations as having been generated by an underly-
ing random process. Your task is to estimate the sample autocorrelation
function (sample ACF) 7y, for the first two lags.

(a) Calculate 71 och r5.  (8p)

(b) Although this is not done in our textbook Montgomery et al, you
should also compute the sample partial autocorrelation function
(sample PACF). This can be done by using a recursive formula.
We use the notation r;; for the sample PACF. From the recursive
formula we have

Tog — Tl

rmi=n and T2 = 1 —
— 17

Use this to calculate ry; and r99.  (2p)

(c) The sample ACF r; is an estimator of the theoretical ACF p;
defined on page 30 (in the first edition), also 7, is an estimator of
p2-

Perform a hypothesis test of the null hypothesis Hy : pr = 0 for
k=12 (10p)



2. The production of beer in the U.S.A. between the first quarter 1975 and
the last quarter 1981 has been observed. There is seasonal variation
which has been modelled by seasonal dymmy variables. There is also a
positive trend that has been modelled by a linear trend function. The
analysis was done with R:

Im(formula = Prod ~ time + Q1 + Q2 + Q3, data = datl)

Residuals:
Min 1Q Median 3Q Max
-2.2782 -1.0202 0.2311 0.8592 1.8007

Coefficients:
Estimate Std. Error t value Pr(>|t])
(Intercept) 32.98143 0.73020 45.167 < 2e-16 *x*x*

time 0.38795 0.03227 12.022 2.13e-11 ***
Q1 3.18098 0.736569 4.319 0.000255 *x**
Q2 11.12018 0.73305 15.170 1.81e-13 *x*x*
Q3 9.51938 0.73092 13.024 4.24e-12 ***

Residual standard error: 1.366 on 23 degrees of freedom
Multiple R-squared: 0.9504,Adjusted R-squared: 0.9418
F-statistic: 110.2 on 4 and 23 DF, p-value: 1.187e-14

The Durbin-Watson test statistic was also calculated to be equal to
1.822.

(a) Is the estimated regression model suitable for this data? Do sta-
tistical hypotheses tests to answer this question.  (7p)

(b) Compute a crude estimate of r; (or p as Wooldridge writes) by
utilizing an approximate relation between the Durbin-Watson test
statistic DW and 5.  (3p)

(c) Calculate forecasts for each quarter of 1982. Then compare the
forecasts from the regression model with a possible competitor;
a seasonal ARIMA model. Do this by calculating MSE for both
models. Below you find the forecasts from the ARIMA model
together with the actual observations from 1982.  (10p)



1982 Forecasts from seasonal ARIMA  Actual observations

Quarter I 47.0800 47.84
Quarter II 55.4728 54.27
Quarter III 54.4764 52.31
Quarter IV 45.5577 42.03

3. Sheila is head of an expedition that investigates palecanatomic finds on
Gotland during the summer months. The expedition consumes buns
during the coffee breaks. Sheila is worried about this consumption and
has documented the number of buns that has been bought at a local
bakery during the last five years.

Year 2015 2016 2017 2018 2019
Number of buns 2043 2097 2245 2478 2673

(a) Help Sheila to do a forecast of the number of buns that the expedi-
tion is expected to consume this summer. Use the model equations
as follows for exponential smoothing

lt = ay: + (1 b a)(lt_1 -+ bt—l)
be = (i —li—1) + (1 = 7)be—1

(This formulation is found on page 191 in the first edition with
slightly different notation) Let @ = 0.3 and v = 0.1.

To start the iteration we need starting values; Iy and by. Fit
a regression model to the entire data material and and use the
estimated intercept as lp and the estimated regression coefficient
as bp.  (10p)

(b) Since Sheila has not taken any statistics course, but has heard of
so called naive forecasts, she wishes to do her own forecast and
therefore googles ”"naive forecast”. She finds naive forecasting.
Estimating technique in which the last period’s actuals are used
as this period’s forecast, without adjusting them or attempting to
establish causal factors. It is used only for comparison with the
forecasts generated by the better (sophisticated) techniques. Which
forecast does Sheila do?  (5p)



(c) Which forecast would you recommend? Do a comparison without
any calculations.  (5p)

. The following model was found to fit a time series well.
Yt = 1.3ys—1 — 0.4y + &

where ¢, is independent and normally distributed with expected value
0 and with known variance o2 = 1.

(a) What model is this?  (2p)

(b) Compute p; for this model.  (8p)

(c) Is the model stationary snd or invertible?  (2p)

(d) Give a general comment on the autocorrelation function (ACF)
P,k = 1,2,... and the partial autocorrelation function (PACF)
ok, k = 1,2,... for this model. Explain using words or graphs.

(4p)
(e) Rewrite the model using the backshift operator B.  (4p)
. Assume the model
Yt = ar — 0a;y

where E(a;) = 0 and Var(a;) = 02 and a; are independent random
variables.

(a) What kind of model is this? Is it invertible?  (2p)
(b) Compute E(y).  (4p)
(c) Compute Var(y;). (4p)

(d) Compute the first and second order autocorrelation p; and p,.
(10p)



Appendix

Rules for the covariance

The covariance between X and Y is defined as

Cov(X,Y) = B{(X - E(X)) (Y - E(Y))}
The following formulas serves you well in this course.
(a) Relationship between the variance and the covariance

Cov(X, X) = Var(X).

(b) The order in which X and Y are mentioned in the covariance does not
matter. We always have a symmetry:

Cov(X,Y) = Cov(Y, X).
(c) Multiplicative constants can be factored:
Cov(aX,Y) = aCov(X,Y),

even
Cov(aX,bY) = abCov(X,Y).

(d) Additive constants has no effect on the covariance:
Cov(X +a,Y +b) = Cov(X,Y).
(e) The covariance between two sums
Cov(X+Y,Z+W) = Cov(X, Z)+Cov(X, W)+Cov(Y, Z)+Cov(Y, W).
A special case of (e) is
Cov(X,Z + W) = Cov(X, Z) + Cov(X,W).

(f) The covariance between two (different) linear combinations of X and Y;
aX +bY and cX +dY

Cov(aX +bY,cX +dY) = acVar(X) +bdVar(Y) + (ad + bc) Cov(X,Y).

(g) Important special case of (f): V(aX + bY) = a?V(X) + B?V(Y) +
2abCov(X,Y).
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