STOCKHOLM UNIVERSITY
Department of Statistics

Econometrics II, Time Series Analysis, ST223G
Autumn semester 2019

Written Re-examination in Econometrics II,
Time Series Analysis

Date 2020-02-13

Hour: 16.00-21.00

Examiner: Jorgen Sédve-Soderbergh

Allowed tools: 1) Textbook: Wooldridge, J.M. Introductory

Econometrics: A Modern Approach,

Cengage, Boston.

2) Textbook: Montgomery, D.C., Jennings, C.L., and Kulachi, M.,
Introduction to Time Series Analysis and Forecasting,

John Wiley & Sons, New Jersey.

3) Pocket calculator

4) Notes written in the text book are allowed.

e Note that no formula sheet is provided.

o Passing rate: 50% of overall total, which is 100 points. For detailed
grading criteria, see the course description.

e The maximum number of points for each problem is stated after each
question. If not indicated otherwise, to obtain the maximum number
of points on each problem, detailed and clear solutions are required.
Answers may be given in English or Swedish.

Good luck!



1. The following observations have been recorded.
3917284574

We think of these observations as having been generated by an underly-
ing random process. Your task is to estimate the sample autocorrelation
function (sample ACF) ;. for the first two lags.

(a) Calculate r; och rp.  (8p)

(b) Although this is not done in our textbook Montgomery et al, you
should also compute the sample partial autocorrelation function
(sample PACF). This can be done by using a recursive formula.
We use the notation r;; for the sample PACF. From the recursive
formula we have

_ d _Ta—run
i1 =7 an TFop = oon—
1- 11T

Use this to calculate vy and r3.  (2p)

(c) The sample ACF r, is an estimator of the theoretical ACF p,
defined on page 30 {in the first edition), also r, is an estimator of
Pa.
Perform a hypothesis test of the null hypothesis Hy : pr = 0 for
k=1,2. (10p)



2. The production of beer in the U.S.A. between the first quarter 1975
and the last quarter 1982 has been observed. A researcher has fitted
an unknown model to this data (the model is unknown to you). After
some discussion you realize that the model is some member of the
ARIMA family. However, the researcher wants some help with the
residual analysis.

The researcher has collected the following table of the sample auto-
correlation function of the residuals r.(k) from the estimation of the
ARIMA model.

k 1 2 3 4 5 6
Te(k) | -0.02292 -0.27576 0.08407 -0.14912 -0.08831 0.07549
k 7 8 9 10 11 12

re(k) | 0.03141 0.10318 -0.07282 -0.15111 -0.15678 -0.03024

(a) What can we tell the researcher about the individual sample au-
tocorrelations? How can we do a hypothesis test? State the null
hypothesis and suggest a test statistic.  (6p)

(b) Use the Ljung-Box goodness-of-fit statistic (found on page 57,
equation (2.40), in the first edition) fo test a set of sample au-
tocorrelations. Consider the cases where K = 6 and K = 12.
What null hypothesis are you testing? State the null hypothesis
clearly for both cases of K.  (12p)

3. Ambjorn is an archaeologist who has participated in excavations close
to Sancerre in France. The expedition has noted the famous wines
of Sancerre during the last summers. However the financiers, Horizon
Europe, are worried. An official at Horizon Europe has been given the
task to evaluate Ambjérn's expeditions consumption of wine. He finds
the following:

Year 2015 2016 2017 2018 2019
Number of bottles of Sancerre 178 192 211 228 274

(a) The official starts the investigation by producing a forecast of the
number of wine bottles that the expedition is expected to con-
sume this summer. On the boofshelf he has his old time series
book: Montgomery et al, Introduction to Time Series Analysis and



Forecasting. On page 191 in the first edition he finds the model
equations as follows for exponential smoothing with a trend

b = ay+ (1—a)(li-1+b1)
by = Yl =l1)+(1 =7

Further reading he decides on letting & = 0.1 and v = 0.1.
To start the iteration he needs starting values, lg and by. He fits
a regression model to the entire data material and and uses the

estimated intercept as Iy and the estimated regression coefficient
as bg. Which forecast for 2020 does the official produce? (10p)

(b) The official realises that the estimated regression model can also
produce forecasts, besides the starting values in (a). Calculate
a forecast using the regression model. Which forecast does the
official produce?  (5p)

(c) Now, the official has two forecasts. Which forecast would you
recommend that the official uses in his report to Horizon Europe?
Discuss the merits of each forecast in a non-technical way.  (5p)

. The following model was found to fit a time series well.

(1- By, =6+ (1-0B)e,

where ¢ are independent with expected value 0 and with variance o2.

(a) What model is this? Explain each one of the parameters.  (2p)

(b) Rewrite the model in difference equation-form (the form we use
ordinarily).  (4p)

(c) Is the model stationary? Is there any easy fix for this?  (2p)

(d) Give a general comment on the autocorrelation function (ACF)

Pr,k = 1,2,... and the partial autocorrelation function (PACF)
¢rk, k = 1,2,... for this model. Explain using words or graphs.

(4p)
(e) Calculate the entire infinite AR representation or give at least a

few terms. Is there any connection with exponential smoothing?
Explain.  (8p)



5. Assume the model
Ve = a; —0.1a;—; +0.21a;;

where a; are independent and normally distributed with expected value
0 and with known variance o2.

(a) What kind of model is this?  (2p)
(b) Compute E{y;). (4p)
(c) Compute Var(y:). (4p)

(d) Compute the first and second order autocorrelation p, and p,.
(10p)



Appendix

Rules for the covariance

The covariance between X and Y is defined as
Cov(X,Y)=E{(X - E(X))(Y -~ E(Y))}

The following formulas serves you well in this course.

(a) Relationship between the variance and the covariance

" Cov(X, X) = Var(X).

(b) The order in which X and Y are mentioned in the covariance does not
matter. We always have a symmetry:

Cov(X,Y) = Cov(Y, X).
(c) Multiplicative constants can be factored:
Cov(aX,Y) = aCov(X,Y),

even
Cov(aX,bY) = abCov(X,Y).

(d) Additive constants has no effect on the covariance:
Cov(X +a,Y +b) = Cov(X,Y).
(e) The covariance between two sums
Cov(X+Y, Z+W)} = Cov(X, Z)+Cov(X, W)+Cov(Y, Z2)+Cov(Y, W).
A special case of (e) is
Cov(X,Z + W) = Cov(X, Z) + Cov(X,W).

(f) The covariance between two (different) linear combinations of X and Y;
aX +bY and cX +dY

Cov(aX +bY,cX +dY) = acVar(X) +bdVar(Y) + (ad + bc) Cov(X,Y).

(g) Important special case of (f): V(eX + bY) = a?V(X) + L*V(Y) +
2abCov(X,Y).



m»

W
w

NERS ),
€a
4
N

w°

W
Ox

N

4”7 +§q\

Stockholms

Department of Statistics universitet

Correction sheet

Date: 13/02/2020
Room: Ugglevikssalen
Exam: Econometrics 2

Course: Econometrics

Anonymous code: |542/-H)k

@ 1 authorise the anonymous posting of my exam, in whole or in part, on the
department homepage as a sample student answer.

NOTE! ALSO WRITE ON THE BACK OF THE ANSWER SHEET _l

Mark answered questions

1 2 3 4 5 6 7 8 9 Total number

x| < [ 2= oy
Ay (4 [10]20]20 L

o —_

Points Grade Teacher's sign.

OL | A | 35S







SU, DEPARTMENT OF STATISTICS

Room: Ugalevikssalen  Anonymous code: 204/ ~#7X sheetnumber: L=

Uppc_\"." . 39 0, gns Y mple ! ACFE | ry | [ki=ll | K=,
YR na | leds | I |
Fotmel N
Ml =2pl =% | | kdoltlz] L.k
q
--r_I .! _| . :-“
- o éﬂ\t‘i ::?j \ff#F "\")z?"{%\l[fvt' -MAY =Y _‘ihr_ﬁm 'K \’[ )
eSE: LA | LAR| A Q] SR =
R T men'd | WAe| € [Bkie 8 :Eb_z pET Y
Lt |t shd Tl (oA | BE RARMNA A 7= [
o : my
= 1 ‘ g LI | . E_\ " f s ra \ :
- k=20l 2| O =1 & MY - ) = BT T) £ RU-(D-87 ) =6y
= !
= 94 4 4 i
< CEEYES EAGRS D AE2 S S A AR EVEZ RS SN E!
- +d4
= A Fa A .1
T = 0/ 134 -(St1b) - (S-uF) +(4-8%) =15 2

1|

(=S SS| = 6, UL
[ "u
Suat o (1 + Fo, 8IS | G=l0] S4E 235

/\







SU, DEPARTMENT OF STATISTICS
Room: JZ%J!.L_\M Anonymous code: 262(~ 9K Sheet number: _ =

UppdiH: ]
b} | BehHnn | Sumplel Pacs med [PFocmedn .| mish| | o= Ta-min
= O,
== 08135 3
: -~
Cinb 05 MEe¥ST + (COBIRS) | L
e Ay <
\ N
Svaes K =l-0/2]2 e 1R | |
) askal -2 | adh |33 | |med | dalilig eal | HetPle =0
rleml(d, &
‘.‘-D tes S“‘a_'l’S‘hb\ 2= W (T /L
" 0
Hi- [AED W
Sians K¥bn £ nj (h_lole 0,08
YA l"'""’
Tl gkl = Btz = Ho, 78 - Zoods = 196 Moy trg 4
@L"PM! r-‘au ft‘sp'\ H‘ ap Eap’.s >’ é!":_
H':F: ol o= -19-.'@?.5-'(19 Yt Seq | L
1 Lesan > 46 = alltsa d=C\S, ’
T 5
q}i:ﬂ,—-b 2ogs P 0,546 2 %S -Vip! Y\, 321
4 < Fato :
L3R4S 2| ol kalnl gf |4 =
D B - ‘F’; 20| ¥brkaytss y '-fz:D ) e {'ﬁk‘l&"&'-







SU, DEPARTMENT OF STATISTICS
Room: _4 Qﬁ/&fﬂ'/“-’"hﬂ Anonymous code: _002-HOk sheet number: __ &

Uppart phseduatiofer| \Mis]—[14¥R | Vdie | . QL 2 |33, RY|
’ Nl Me B2, g _

k. 2 2 o s

rolk) =002042 | =92 Yo ~o1 MR | - zﬂ:‘ﬂ s, q .
% N LoRIR] =0,032d2 ] 4 pfsti] [-0,861 | [ -b,ln2dRH

Ndada | bsp Tl ARIAA dandotl

7 JI Ny V, . i el

2 : i

Hans b lide Forrie bsfon | 11 | residialger v lkdn | dests| ia

et MHLA s H AV B &iﬁ'fd el ©.
I« I N f 12 2
TestrtsbsAbs | Qg + hlned] & [22L)[ a0 4 Aoy =170 1
=‘ L&) . R =y (2 -
| . £, € y e
efl h-lﬁagaﬁf ¥ 1 S uya‘ d’.a:a {‘.5 > : 'S?'
qho- BA(B7-4) P 4 pp (2 (CE =
X Fd = k.zu?'_g = L AL S 4
P ~ Ly -
=140 |C0:02RI| | (29596 | | | - |-p ooy | ) | £, 02 ¥2 | 7k
_ |2 al | 2 '
4
(il = { e (IR) = /%
A fraila lale pAAe
r¥r~;}ﬁ} £ flerty ' kan | H» AdL- M"’iﬂh .
na Pil # vmp {wns okl |4 fesilekf | inke i | i A .m:'x'#g
b Lt Barrefo b, Y Vy'n p fff
Jun |\ prsfa_|icgle | 1Ay oy? g:ﬁ{‘ A Fh ,a;_%{m. sty | oz,
P YA, A [0 e _%y, - 3 ¥ b))
/ VL4 vV L/l | ,
e e e T e QoY gl )+ 342333 T
il 2 | fel fef | /¢ e \37~ !
Haz MiasH o | Skl | Ak O N leckt = ) olo ) =1/2, 377

o]
I

A lan Aegles Veqe auo Lo tred ~Henst inpitviatue






SU, DEPARTMENT OF STATISTICS

Room: U gjkf/r’fsmlq/f Anonymous code: 602[~HIK.  Sheet number: V/__._

37 AN
’
Subclz | W b 2f fblagts e A lvare |37 | k=4 &&I{ k=1
! Vi
(/a_ Eon allfss ?(]&_E_M‘.’ 51 7. !1 a1 y |8 P f‘mzzh' Um—-







SU, DEPARTMENT OF STATISTICS
Room: W“"'Mﬂ Anonymous code: (0%{~HK Sheet number; ___§&

Uil y

2oUS|

2b (e 203

2OLE

o]

a2 22U

"_h\
R
3
L

~R
.
5
PP,

[T
=
1
r

it

e W hMNE

c
by (~

Y
—
M
Py
r)
%

9 %18) & 13

N
il
g
‘#

D
=]
™

+p2,

N
i
ND |
L
P
F 3
L)

—
.

red
1
-
3
73
wh—
|
+
)
ks

)
i
A

)

5]
B
B3

A

1onoF Yty (1) gy, {€




fae .




SU, DEPARTMENT OF STATISTICS

Room: EMAL‘Q&L Anonymous code: 02 [-YI  gheet number: '6‘—

: UIIQSh'rmn- Ny _%[é}lp P 5. Clrb’p‘tqrjl—f 2.
e | andlaler \meodiilan Y F B bt o]
Vi vet \ / Y @l aftlz
a= | (hd. & g,—.-zz,?’
’\}r'.frﬂ,: - IH__; s 2:!-'1 - é‘ ‘-‘ﬂtgﬁr
Sualrs 177) 7241 Vidated | ; annl dL4lkor 295 b
c) | Uilken | ntzoledl Ska | aripd4as)

1 pio AV, 7 P77 Z@F&%gn A5t | [ mpicte
e %ﬁ' o rkicokigr D | ke dol Lo et
. gl = E:“ RN 240 cé’j LG s
fb:'dv 1 Le P2y £ o) _4.9:_@&{— Loy bdy 4 re V. /,gf—u

o)y ?jflh 1
: N HR VA=A
i FLUTY van 1 L







SU, DEPARTMENT OF STATISTICS

5,

Room: g%%lkﬂéﬁd‘m__ Anonymous code: 04-MO K Sheet number: __ #
paile Y (el Ye=lEr 1+ 68) £ MEIIIE -
et B et | phorledleh - RN S 10‘._
R =[S\ JBR) £& | ED
Uk WL =151 18 T 8C L, ]
yETU i
(T8EL )| (shghc et ad A2
;92-.-‘ ;l(J&-- 1@ = JV:“" - [ Zata) A“;f‘ a 1! M iy
| beffryickas Yo =5+ Yeo + 2 Pe—d | M dd | dr

Uy y A Vv :’ﬂ{ddL éf .| T ).
sdolbin] 2 | 4 WA () o, pl=npdell |
haddidllan B ARWMA (o)1, 1), p
St <] Dt Br lga | ARIHA (0L, 1) = hedell.| T
7] Trtn | Uiodedlen | Al Gm_ﬂ_ugrk 5 :. =2
‘,I'f_ lful;n (e o ¥ 2 ¢4, ‘
ﬂg-:%-—t = ch 4 F)-r - 8¢ k- .-=:>
A = S st Eﬂt =~ | + g«t
Uudeh | AL the =8 -8 &= |t -
‘ £4n 1 ' £I77] sde Lo [kl G4
i A - = el el 1=







SU, DEPARTMENT OF STATISTICS

Room: !ggle_wg&uﬂ_ Anonymous code: 20A-HN<  Sheet number: __ ¥
peaitt 1
e Ay Ino 41 &L‘\L'_m_ér“'? Fiown s clet nhfiga lenked | (35414
Madptlgn, Jotroacksr | i o
Yer 3 Ul -6 -+ | ar inde | Statidfe | 4Heeisd ¢l
Brla Auh | slEh Shndtonslc | erbus | att [\ @ <,
A @)= | =@l k ey | indealleg cdel\L | 85 | 2 L'é <l
Ddls, R Yalel len okom plicecad |prwcedur!| o o+ Uk o
Inke | akhyedldr £ A 45 [ pl=1.
Nae 8] =& i diHoenber placledlan [ A5] bt
M‘Hm;‘ Etsbicnh/ Bllfs (4*_--%1- % 4.
WL kin| HRab Y [druea ela (Y \Jl_fmte,;rajm, ; Qe ry
Macder | gave b | A Lt gL | frilctsde | Tl otk Moix lal
Vied ri!y Ehwheloras e, (ea [(4 e} | 8B | A |dett enkla

4
S







SU, DEPARTMENT OF STATISTICS
Room: __“4 ﬂfl’ﬂﬂ'kﬂmﬂ Anonymous code: (A -HXK  Sheet number:

|

®

o

T _I"" ]
!

"rf—'

of --l. +f:n= 3
_Vel.a.

g___.Kil ;_Zm{r_u L
Bt.ttr_l‘f _ﬂmd

|

'C_!.c A

131':! I "I"\‘I FER

el

| nm' E’A

N hclss

eder |

@ .;z.l-*‘_ sth +

i3

Vivyy

tHn

—

e | km-l—‘m
ACE | | | |

Ji"mcx» ‘f

Bildfer. | |

!, 2.

- i : 1

\-fr« =TSN o
. 1 o
) 1 | |
| ] |

A.Utc'ﬂ-t

=T
cE [P i R e K
Plofln b

ALl Urd oA Brdois STt nied
dlblfoaft—iﬁ:bﬁﬂﬁ A W

d

1 {aF
%r' [

Loy

-y

&
v

o ch,_";'_s

dean
.IL; 'ﬁ:&

L
o
_h_.gctL rmﬂ-m s:,r l:.-'i— -\;ﬂﬁ-[-.;_

5 m"ﬁtﬁrd' ShilAML re M&dvluﬁ'zlo.h aqv.s-abt-
Holfcllen Bc sbaesidb
£ | Aenvien Afdssteie | Lode ._._L_U-b.— ‘*‘ﬂt_ 5 | Eue-__t ‘l'jb

i(% Gk 1 formen’ son an HAGRY Suy dacksr |
_ Saun+ PALF _hsaﬂ,_éi,f} _____ axn

Eomaeesr ALE
_auz!r dek uoce on HA(.L) —rcladl .

1_ﬁjg£m ...::E..’....A(.f.

= BB b e H4 2T
O AN

S —— EEE RN
;iiif:“i, mEm

L ‘ ' -

‘ﬁ_(s Lh_ﬁr:bap

L}

la |
_?,.?a:

'Lb_u(z. ALE mf' P&LF

L {\L_MLH.&. :

EEANEENE

O e T ”’H'_ ]
I - : 1',-._4.. j_.,_._.{
v | Ulsnd plegaths] |
' %umumé-’a,! i e
N 1 O
O SR
5] |
] |







SU, DEPARTMENT OF STATISTICS

o

Room: Uﬂ&la,uf lcSsalen . Anonymous code: AR\-YOK Sheet number: _ (0

Upggitl & Yel=ltd-Olitle 4y [+ loRIAL- apAA {4 (o] &)

M
13
o
*
™
3
A
)
2

™

rc:} g M}zl
\ LJ ‘} =) @-:-'Dg = Wl o 2 1Y --'}: V CL-*]‘I" _]"' U(tt.1}+ ! \‘V’! )'-:'-
=0k By ok [vopl el =Rt {1lr b 1+ b, AF)= [\ [ped b
Star T VU Y=NhoSoRT | V|
!
d Aknn| £ logh |p
H=1z #&Q‘t - 1If,:"('oﬂvl)) 009— v I, L LSty =4
1 o [+ a,)* ¢ FO121)* Lios 4l ! illy !
2 = -© —_ i ‘;wl’;l’l = ‘blil — f a! =G )
T ok ia% llolsT lobui MTETTTEeTT PR 4 [ W
svied | Wvtunmded | Kl | 4 déciwklet |4 = 0,0750 | oih = 4,/992




W




	Skannat Dokument (46)
	0021-MJK

